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Learning with Whom to Share 

in Multi -task Feature Learning



ÅMulti -task learning.

ÅAutomatic tasks grouping.

This is a talk about

bobcat
persiancat

siasemecat

horse

ox

buffalo

E.g. multiple animal recognition tasks.
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Supervised learning

ÅGiven training data and label

ïLearn parameters for future prediction.

ÅGiven multiple tasks.

ïLearn parameters independently.

Task 1

Χ Χ
Task 2

Task T

Χ Horse ? / Or not? 



Regularization based framework

independently

Foreach task, solve an optimization problem

Balance empirical risk and model complexity

Χ ΧΧ

Task 1

Task 2

Task T



How to solve a group of related tasks?

ÅExample

ïRecognizing similar animals.

ïRecognizing similar handwritten digits.

ÅWe can do better than learning independently.

Χ Χ

independently



Multi -task learning (MTL)

ÅMain idea

ïLearn multiple tasks jointly.

ïTake the advantage of relatedness.

ÅBenefits

ïImprove generalizationperformance.

ïRequire lesstraining data.

Related work

[ Caruana, 97. Bakker and Heskes, 03. Evgeniou, et al. 04. Ando and Zhang.
05. Yu, et al., 05. Lee, et al., 07. Argyriou, et al. 08, Daumé, 09. Parameswaran, S. 
and Weinberger, K.Q. нллфΦ Χ ϐ



structure

Regularization based approach

jointly

Χ
Task 2

Task 1

Task T

Χ

matrix W

Χ

?

[Evgeniou, et al. 2004. Parameswaran, S. and Weinberger, K.Q. нллфΦ ½ƘŀƴƎΣ Ŝǘ ŀƭΦ нлмлΦ Χϐ 

Solve a joint optimization problem for all tasks.

Balance between total empirical risk and relatedness.

Χ



Alternatives to regularization based MTL

Å Share a common layer in Neural Network

ïR. Caruana, 1997. 

ïB. Bakker and T. Heskes, 2003.

Å Share common priors

ïYu, et al., 2005. 

ïLee, et al., 2007.

ïE. Bonilla, et al. 2008

ïDaumé, III, Hal. 2009.

Å ŜǘŎ Χ



Task-relatedness

ïParameters lie on a common low-dimensional subspace.

ïOr equivalently, models share a common feature subspace.

Structural constraint on W: low rank

subspace

Multi -task feature learning (MTFL) 

matrix W

Χstructure

[ Argyriou, et al. 2008. ] 



Rank: number of none-zero singular values

Convex relaxation

ïTrace norm: L1-norm of singular values

Low-rank Regularization 

( non-convex )

( convex )

Singular Value Decomposition

sub-space
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Motivation

matrix W

[ Argyriou, et al. 2008. ] 

Existing work on multi-task feature learning

ïsingle regularization term 

ïAll tasks are related.



Motivation

matrix W

When models are in mixture of subspaces

ïSuboptimal to force with one regularizer

ïEx: synthetic data (later in the talk)



matrix

matrix

When groups are given

Regularize each group separately.

Motivation

matrix W

Desiderata

Automatically learn with whom to share



ÅBackground

ïWhat is multi-task learning

ÅMotivation

ïWhy we want to group tasks

ÅAlgorithms

ïHow to discover the grouping

ÅEmpirical results

ïValidate our approach

ÅConclusion

ïSummary

ïFuture work

Outline



1 1 1 0 0 0

0 0 0 1 1 1

tasks

groups

Reformulate with task group assignment matrix Q

Step1: use indicator matrix

1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

³ =
0

matrix 



Re-formulate with matrix Q

ïIntegerconstraint

ïHardgroup assignment

1 1 1 0 0 0

0 0 0 1 1 1

tasks

groups

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

Integer programming for Inferring 
with whom to share



ÅApproach 1:

convex relaxation

ïContinuousconstraint

ïConvex but fractional
solutions

ÅApproach 2:

non-convex relaxation

ïUse square root of Q:

non-convex but integer
solutions

Step 2: relax the constraint



Integer solutions guaranteed



Proofs.



Optimize W and Qiteratively

ïFix Q, update W

ÅFor each group, we solve

ÅUse existing algorithm

Numerical Optimization

cf: Argyriou, et al. Convex multi-task feature 
learning. MLJ 2008.



Optimize W and Qiteratively

ïFix W, update Q

ÅUse gradient descent

ÅRemove constraints
ïby re-parameterization: h is unconstrained 

Numerical Optimization

( soft assigning )
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Results: synthetic data

Setup

ïWe have 30 tasks with 3 groups (10 tasks per group).

ïEach task is a regression problem.

ïTasks in the same group use the same feature.

Χ

Χ

Χ

10 tasks 

10 tasks 

10 tasks 



Grouping results of the tasks

ÅSpecify the correct number of groups

ÅIdentify the correct grouping

Correct # 
of  groups

incorrect # 
of groups

incorrect # 
of groups

2 groups 3 groups 4 groups

1

2

1

2

3

2

1

3

4



Also improvegeneralization

ÅMeasure averageroot-mean-square error.

ÅObtain best performance withcorrect grouping.

0.97

0.48 0.45 0.47 0.42

0

0.2

0.4

0.6
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1

1.2

RMSE
No 

sharing

Standard 
MTFL: 

All related
Our model: 

Correct groups

Incorrect
groups



Results: USPS

Group based 
on visual 
similarity

Our model:
Automatically 
infer grouping

No 
sharing

Setup

ï10-way classification on images of 10 handwritten digits

ï1000 training data

ïClassifier: binary logistic regression

Standard 
MTFL: 

All related

9.5
8.8 8.6 8.4
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Error rate %



Group based 
on visual 
similarity

Our model:
Automatically 
infer grouping

No 
sharing

Results: MNIST

Standard 
MTFL: 

All related

Setup

ï10-way classification on images of 10 handwritten digits

ï1000 training data

ïClassifier: binary logistic regression

15.9
15.6 15.4 15.2

14

14.5

15

15.5

16

Error rate %



Results: recognizeanimals

Group based 
parameter 

fitness

Our model:
Automatically 
infer grouping

No 
sharing

Setup

ïData set: Animal with Attributes (images of 20 classes)

ï1000 training data; Features: SIFT

ïClassifier: binary logistic regression

Standard 
MTFL: 

All related

73.9

72.5
72 71.6

70

71

72
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Error rate %



Grouping results on digits data

USPS: 10 digits MNIST: 10 digits

Group 1

Group 2

Group 1

Group 2 Group 3

Group 4

0          3         4         5           8  

1          2         6         7           9  



Grouping results on animal data

Group 1

Group 2 Group 3

Animal with Attributes data set: 20 classes are used


